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Abstract The main idea of an interactive search is to
gradually improve search quality of retrieval system via
user interaction. While a large amount of work has been
made in the past, most of the existing approaches typically
require labeling effort for updating the query model.
Unfortunately, it is time-consuming and tedious to label a
large number of training examples. We aim to develop a
novel text-driven cooperative learning scheme, which can
offer users a quite natural query fashion and alleviate
significantly the burden on users without compromising
search performance. Starting with an advanced text-driven
video search engine, a multi-view cooperative training
strategy is proposed for learning from feedback data a
refined ranking function. The main merit of proposed
framework is its ability in mining training samples
automatically from previous answer set and implicitly
combining multiple modalities for effectively learning
users’ query intent. Evaluation on TRECVID’ 06 video
corpus shows that the proposed scheme with few training
seeds achieves a comparable performance with classic
interactive schemes.
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1 Introduction

Video archives are cropping up everywhere now with the
popularity of video capture devices, which greatly moti-
vates researchers to find various approaches for naturally
and effectively searching interesting information from such
enormous multimedia resources. While various retrieval
models have been developed for responding to the users’
query intent, most of them investigate video search patterns
by implicitly or explicitly measuring similarity between the
query and the database shots in some low-level video
feature spaces [1]. However, the similarity is not always
consistent with human perception due to the limitation of
current image/video understanding techniques. That is,
semantic gap exists between low-level features and high-
level semantics. Therefore, determining how to nicely
model user preference and effectively bridge the semantic
gap is a key issue in the multimedia search area.

As a kind of working way for alleviating this problem to
some extent, the interactive technique, which combines
users’ preference into search process by real-time users’
intervention, has attracted more attention in recent years.
While numerous interactive models have been proposed in
previous work [2–8], most of them formalize the interaction
process as learning a retrieval function from only labeled
data, namely, supervised learning approaches. Most closely
related work is the scheme made by C. Snoek et al. [5],
which first queries a topic by selecting some similar
concept interfaces from a fixed set of total 106 query
interfaces, and then learns a new retrieval model from
feedback information using one-class SVM method. Al-
though this kind of paradigm has achieved quite good
search performance, it requires labeling a large number of
training samples manually. Unfortunately, no users are
willing to spend too much time for it in a real-world search

J Sign Process Syst (2010) 59:189–199
DOI 10.1007/s11265-008-0287-2

S. Wei (*) :Y. Zhao : Z. Zhu :N. Liu
Institute of Information Science, Beijing Jiaotong University,
Beijing 100044, China
e-mail: shkwei@gmail.com

Y. Zhao
e-mail: yzhao@bjtu.edu.cn

Z. Zhu
e-mail: zhfzhu@bjtu.edu.cn

N. Liu
e-mail: mysnowdays@126.com



scenario, so it is crucial for a search engine to simplify the
tedious labeling task.

For mitigating users’ burden on labeling, various
methods have been employed in previous literature. As an
extreme case, pseudo-relevance feedback (PRF) technique
is developed for automating the interactive process. PRF-
based methods assume that the top-ranked documents in
returned result list are relevant to query and are used to
automatically refine the search process [9]. For instance,
co-retrieval algorithm [10] treats the top-ranked results as
positive examples and others as negative ones. From these
noisy training samples, a re-trained retrieval model is then
built using an Adaboost based ensemble learning method.
Although this kind of methods frees users from the time-
consuming labeling effort, user preference is ignored
completely. Considering the variety of user’s subjectivity
on video content, it is necessary to involve user preference
as well as to minimize user burden. To do this, an SOTM-
based automatic machine interaction scheme is proposed in
[11]. This method minimizes human involvement by
employing a recursive approach based on the self-organiz-
ing tree map (SOTM).

Likewise, we aim to present an interactive search scheme
that can nicely model user preference with less effort on
labeling samples. To do this, a cooperative training
framework is proposed for learning the ranking function,
in which each shot is individually represented by multiple
independent feature views. An important point of difference
from previous work is that this scheme learns users’
preference in a semi-supervised fashion. Given only few
positive samples (conveying users’ query preference) as
training seeds, it can automatically find out more shots with
high possibility being positive from currently returned shots
and then separately update the training sets on different
feature views. By doing this, the users are disentangled
from the time-consuming task of labeling training samples,
and multiple learners built for different feature views can
also contribute to each other during the training phase.

As an inevitable step, all of the interactive search
systems require providing a natural search entrance for
user interaction. Yet, there is no a generally accepted way to
start such a video search process. As a kind of effective
method, example-based retrieval pattern is generally used in
many video retrieval systems [12–14]. Unfortunately, users
usually do not have proper video examples at hand for
formulating their query intent in a real world search
scenario, and it is also unreasonable to expect users to
provide query examples for search system [5, 6]. In contrast
to the example-based approach, text-based search fashion,
which is generally applied to commercial web search
engines, is considered a good fashion for satisfying users’
query practice [2, 5–7, 12, 15]. Unexceptionally, an
advanced text-based search engine, which provides a

natural fashion for triggering a search process, is also
presented in this paper to return an initial ranked shot list
for each query topic.

The rest of this paper is organized as follows. First, a
fully automatic and text-based video search engine is
presented in Section 2, leading to the problem analysis in
Section 3. Section 4 then focuses on the discussion of
proposed interactive learning framework. In Section 5,
some experimental results and analysis are illustrated in
detail. We finally give the conclusion and discuss our future
work in Section 6.

2 Text-Based Video Search Engine

The main idea of text-based video search approach is to
convert video retrieval into text document search [16]. In
particular, given a query topic text in everyday English by
users, the text-based system can return a ranked shot list by
matching the query text with the text documents associated
with video shots. As indicated, two key aspects of this issue
have to be addressed: (1) how to properly map a video shot
into a text document; (2) how to correctly rank these text
documents after giving a query text. The first problem
involves some effective text processing techniques used
widely in the Natural Language Processing (NLP) area. We
will show how those techniques construct a text document
for each shot to effectively represent the semantic content
of the shot after giving some certain text features about the
shot, such as speech transcripts, closed captions, and video
OCR text. In our study, speech transcript is solely imported
to construct the text documents of shots. To address the
second aspect, some statistical language models used in
the information retrieval (IR) filed can be explored to match
the query text and the candidate text documents of shots.
Figures 1 and 2 demonstrate the sketches of mapping and
ranking procedures, respectively. The detailed information
will be described in the following two subsections.

2.1 Mapping

The speech transcripts of each shot are extracted from audio
track using automatic speech recognition (ASR) techniques.
For the non-English shots, they are processed further for
translating their ASR output into English text exploiting
machine translation (MT) approaches.

The purpose of mapping is to build a concise and
effective text representation for each shot from its speech
transcripts. Intuitively, it is a feasible way that the
transcribed speech text of each shot is directly used to
form a text document mapping to the shot. Nevertheless,
the formed text document involves much non-relevant
information such as function words and is also not robust
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for text matching due to inner property of scoring functions.
Therefore, it is necessary to process the speech transcripts
before they are mapped to a shot. As shown in Fig. 1, this
issue is addressed by exploring some text processing
approaches. As an important preprocessing step, tokenizing
technique, which splits sentences or paragraphs into
individual words, is first employed to form a keyword list
from the transcripts of shot since most of text processing
techniques and scoring functions are directly or indirectly
based on the keywords. Afterwards, function words such as
“the”, which are not meaningful for video shot content, are
removed out from the keyword list according to a stop-
word list of total 460 terms, leading to a less noisy text
representation. Moreover, since scoring functions common-
ly used in IR area are essentially the matching between
query terms and key terms in the candidate documents, it is
necessary to handle the semantic inconsistency problem of
some words. For instance, although the terms “computa-
tion” and “computing” are of similar semantic interpreta-
tion, the scoring function will treat them as two completely
irrelevant words due to their different morphological
patterns. Therefore, stemming techniques, which reduce
each word to its stem or root form, is further exploited to
tackle the semantic inconsistency problem. In our work,
Port stemming [17], a well-known stemming technique, is
employed to process the keyword list.

In addition to text processing, each shot is extended by a
shot length at the start and end points, considering the
semantic similarity and the speech offset of adjacent shots
in the same video archive. That is, the transcripts of the
previous shot and the next shot are integrated into the
transcripts of the current shot before text processing, as

shown in Fig. 1. So far, a clear and robust text
representation is built for each shot.

2.2 Ranking

The key issue in this phase is how to design a proper ranking
function, which can make a fair judgment of the relevance
between the query and the candidate shots and give a
similarity score to each candidate shot. As shown in Fig. 2,
the query text is treated as a naïve text document of a virtual
shot, which is processed with the same way as the mapping
procedure does. Using this processed query text document, a
scoring function is then employed to rank the candidate
shots by matching the query text document and the candidate
text documents. In our work, KL-divergence retrieval model,
an extension of query-likelihood approach [18], is used to
score candidate documents after both the query document
and the candidate documents are modeled using the same
statistical language model presented in [18, 19].

3 Problem Analysis

When we design an interactive search system, two important
factors must be taken into account. Firstly, users are less
willing to spend too much time labeling data during the
process of seeking needed information in a real world search
scenario. Hence, it is crucial to alleviate the burden on users
without decreasing the search quality of system. Secondly,
users are usually more interested in a very small set of
relevant shots. Therefore, it is vital to have more high
accuracy on the top returned shots with less user intervention.
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Before giving our proposed interactive learning scheme,
we first analyze why it is necessary and feasible to mitigate
the burden on users during the interaction process. In fact,
the problem can be revealed by analyzing the quality of
text-based automatic video search engines. NIST TREC-
VID provides 24 search topics for all participants to test the
search performance of their search systems. It also requires
all its participants to return a ranking of 1,000 shots for
each query topic and to submit at least one run (including
24 rankings, one ranking corresponds to one topic) for
evaluation. Figure 3 illustrates the run score of proposed
search method (dot) relative to the median and the best non-
interpolated average precisions of all participants for
TRECVID’06.

Considering the data in Fig. 3, our system takes a
moderate achievement among all 76 fully automatic runs
[20] from all participants. Furthermore, some statistics are
taken on the average numbers of relevant shots over 24
topics at different return depths. Without loss of generality,
the statistical data on our text retrieval run (BJTU) and on
all 76 runs is shown together in Fig. 4. The blue bins show
the average numbers of relevant shots at different depths,
and the corresponding values are also given under the bins.
For instance, the average number for 76 runs is 1.41 at
depth 10. Likewise, the red bins indicate the BJTU case.
The approximate likeness of bins indicates that our text-
based video retrieval system is representative, so this
system is impartial to serve as the entrance for interaction.

As shown in Fig. 4, there are quite a few relevant shots at
some great depth (e.g. depth = 1,000, average number of
relevant shots = 43.96), which means that there indeed exists
a certain number of positive samples for learning. However,
users have to scroll down the returned list far enough in
order to label enough samples, which is time-consuming. In
addition, Fig. 4 also indicates that few relevant shots appear
in the most top-returned shots (e.g. depth = 10, average
number of relevant shots = 1.38), so it is necessary to
improve the precision of the most top ranked results.

Therefore it is essential to develop an approach that can
automatically mine training samples given only few

training seeds and pay more high precision on the top-
ranked results.

4 Cooperative Learning for Interaction

The main contribution of the proposed interactive approach
is to automatically mine positive training samples from the
initial search results so as to alleviate the burden on users
and more effectively learn user’s query intent. The general
framework of the proposed scheme is illustrated in Fig. 5.
We will describe each component in more details below.

4.1 Cooperative Learning Scheme

We aim to develop a novel learning strategy that can
effectively model users’ query intent after users label a very
small set of relevant shots from the initial search results.
For this purpose, the multi-view learning method [21–23] is
extended in this paper. The essential of the multi-view
learning strategy is that each training example is repre-
sented explicitly in multiple distinct views. The improve-
ment of learning quality on each independent view will be
iteratively benefited from the other independent views,
leading to a more reliable learning outcome finally. An
important difference between our scheme and the tradition-

Figure 3 Run score (dot) ver-
sus median (line) versus best
(box) by topic.
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al multi-view learning approaches is the exchange strategy
of labeled samples on the different views.

In our context, multi-view means that the same original
shot is explicitly and individually represented in multiple
approximately independent feature spaces such as text
feature space and visual feature space. In our study, only
two views are adopted, which can be easily extended to
more views.

Table 1 describes the overall flowchart of proposed
learning strategy. Specifically, for feedback i, a returned
shot list Ri is presented to user, the user then labels a very
small set Pi of positive examples as training seeds and
leaves directly the others as the unlabeled data set Ui. Our
goal is to iteratively mine more positive examples from
only the set Ui. Notice that the negative data set Ni is only
selected from database randomly and fixed during the
whole learning procedure. Note that, when i is equal to
zero, all the processes are carried out on initial search list.

As described in Table 1, each learner is built separately
on a specific view of Pi and Ni iteratively, which can be
formulated as follow:

Cj
iþ1;v ¼ TrainSVM Pi;v;Ni; v

� � ð1Þ
where, v2 fA;Bg denotes a specific feature view, i is the
ith feedback process, j is the jth iteration, Ci+1,v is the

classifier on view v, Pi,v is the positive sample set for
training the classifier on view v.

After unlabeled set Ui is labeled individually by two
classifiers, the selection of more reliable training samples
has a direct impact on the final learning performance. In our
scheme, the training set of positive samples on one view
classifier is updated separately by importing the label
information annotated by the other view classifier on Ui,
instead of retaining a common training set for both
classifiers as Co-training does. For instance, using the label
information of Ci,A on Ui, the most likely positives in Ui are
added into the Pi,B. Indeed, our sample exchange strategy
across different views is also different from so-called Co-
EM algorithm [22] which trains one classifier using directly
the assigned labels from the other classifier on Ui. Notice
that the number of feedback M is determined by the user’s
satisfactory responding to the returned search results, which
regulates the end point.

4.2 Feature Extraction

In the video search scenario, since video shot is referred as
the final unit needed to be returned, the feature extraction is
based on the shot unit. In our scheme, each shot is
represented using two approximately independent feature
views, one is the visual information, and the other is the
ASR/MT text associated with shot. Color histogram
presented in [24] is exploited as the visual descriptor,
denoted as feature view A, which is actually extracted from
key frame of shot picked by Fraunhofer Institute [25]. For
text descriptor, an effective extraction scheme is presented
for constructing a 78-D feature vector to represent the text
feature view B. As demonstrated in Fig. 6, after N concepts
are selected as proto-concepts from concept ontology of
LSCOM [26], a training set of 40 shots with corresponding
text documents are chosen for each proto-concept according
to the annotation ground truth [26]. Here, N is fixed to 78.
Finally, for each shot, a 78-D text vector can be constructed
by measuring similarity between the text document of the
shot and each training set of proto-concepts using the
scoring function described in Subsection 2.2.

Table 1 Cooperative learning scheme.

Inputs an initial returned shot list R0, the number of feedback M and
the number of iteration T
For i=1 to M
Ri�1 ¼ Pi�1

S
Ui�1;Pi�1;A ¼ Pi�1;B ¼ Pi�1

Selects negative data set Ni−1 randomly
For j=1 to T
C j

i;A ¼ TrainSVM Pi�1;A;Ni�1;A
� �

C j
i;B ¼ TrainSVM Pi�1;B;Ni�1;B

� �

Updates Pi−1,A using the output of Cj
i;B on Ui−1

Updates Pi−1,B using the output of Cj
i;A on Ui�1

Outputs CT
i;A, C

T
i;B

Ri ¼ Fi Dð Þ ¼ aCT
i;A Dð Þ þ bCT

i;B Dð Þ
n o

Output CT
M ;A, C

T
M ;BRM

Text 
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Feature
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Feature
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Feature
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Proto-topic
Set

ShotsShots

Figure 5 The framework of the
interactive search system.
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4.3 Optimal Parameters Selection

In this scheme, SVM with RBF kernel function [27] is
employed as the underlying learner for the cooperative
learning due to its powerful ability of learning a model
from a small set of labeled samples. Instead of assigning
only labels, an extended SVM classifier provided in [28] is
utilized to predict the class probability information of
samples. Although SVM has been proven to be an eminent
classification tool, optimal parameter setting for SVM,
which is difficult to know in advance for a specified query
category [15], significantly influences the classification
performance of video information [5]. Besides, the effect
of different views should also be taken into consideration in
our context during the parameter selection procedure.

Here, a simple but effective method is proposed for
dealing with the parameter selection problem. Instead of
selecting a global optimal parameter setting, the selecting
procedures on two feature views are individually consulted
after assigning a specific concept category. Therefore, our
parameter selection procedure is dependent on the topic
category and feature view. Specifically, a number of
representative query topics are first selected to construct a
proto-topic set, and then a training set is selected for each

proto-topic against LSCOM Annotation [26]. After two
feature views of the training set are extracted for each
proto-topic, optical parameter settings on two views are
obtained separately in distinct feature spaces of the same
training set using cross-validation and grid-search. Figure 7
illustrates the procedure of a given proto-topic.

When a new query topic comes in, it is first mapped into
one of proto-topics, and then the optimal parameter settings
corresponding to this proto-topic are chosen as parameter
settings of the new topic. Note that the mapping process
here is carried out in an interactive fashion, and we will do
some research on automatically mapping in the future.

4.4 Multi-View Fusion over Search Results

As described in Table 1, a fusion method is required to
integrate the search results from two view classifiers. As
two main fusion strategies, the early fusion and the late
fusion were generally adopted for integrating multiple
modalities in most video indexing systems [2, 5, 7, 12,
29, 30]. In addition, the latest fusion strategy can also be
considered from the view of query classes, namely query-
class-dependent and query-class-independent models [15,
31]. In this paper, we don’t focus on the development of
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Annotation

Training Set 1
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Figure 6 The extraction
scheme of textual feature.
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new fusion strategies. Rather, a simple linear average
weighted score [2, 13], generally used in multimedia area,
is employed to integrate the search results, which is defined
as follow:

F Dð Þ ¼ aCA Dð Þ þ bCB Dð Þ ð2Þ
where D denotes dataset, CA(D) and CB(D) stand for the
returned ranking scores on view A and B, respectively, α
and β are constants, which can be obtained experientially,
usually α≤β.

5 Experimental Results and Analysis

We employ the NIST TRECVID’06 benchmark to evaluate
the performance of our proposed interactive search scheme,
which is composed of approximately 343h of MPEG-1
broadcast news video, 169h for TRECVID’05 dataset
viewed as training set in TRECVID’06, 174h as test set.
Together with this corpus, the LSCOM workshop [26]
provided the ground truth of annotation for the TREC-
VID’05 development set, and Fraunhofer Institute [25]
provided master shot reference for all data as well. In our
experiments, the TRECVID’05 development data set with
annotation information is employed to build training set for
searching optimal SVM parameters. The test set for
TRECVID’06 is adopted to answer the query topic and
evaluate the search performance.

For the performance metric, TRECVID suggests a
number of evaluation criteria [20]. Three of them are
selected in our work, including precision at different depths
of result list (Prec_D), non-interpolated average precision

(AP), and mean average precision (MAP). We denote D as
the depth where precision is computed. Let S be the total
number of returned shots, and Ri the number of the true
relevant shots in top-i returned results. Then, these metrics
can be defined as below:

Pr ec D Tnð Þ ¼ 1

D

XD

i¼1

Fi ð3Þ

AP Tnð Þ ¼ 1

R

XS

i¼1

Ri

i
*Fi ð4Þ

MAP ¼ 1

N

XN

n¼1

AP Tnð Þ ð5Þ

where Tn is the nth query topic, Fi = 1 if the ith shot is
relevant to query and 0 otherwise, R stands for the total

Figure 8 The interface of the
proposed interactive search
system.

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

P5 P10 P15 P20 P30 P100 P200 P500 P1000

Depths

Pr
ec

is
io

n

Text-Only Proposed Scheme

Figure 9 The proposed scheme VS. Automatic search at depth X in
the result set.

J Sign Process Syst (2010) 59:189–199 195



number of true relevant shots, and N denotes the number of
query topics.

Prec_D is utilized to evaluate the precision at different
depths of result list. AP shows the performance of a single
query topic, which is sensitive to the entire ranking of
documents. MAP summarizes the overall performance of a
search system over all query topics. Note that only the top-
100 shots in the result list are considered for computing
both AP and MAP.

5.1 Experimental Setup

As an unavoidable aspect, interactive interface must be
taken into account when designing an interactive video
search system. Therefore, a video search system named
VideoBrowse, which implements all of the algorithms
mentioned above, is developed for providing the text-based
search function and the natural interactive interface. Figure

8 shows its interface. Using this search system, we can
easily label some interesting shots after obtaining an initial
search list of total 1,000 shots for each query topic.

5.2 Evaluation on Different Methods

We participated in the automatic search and interactive
search subtasks for TRECVID2006 and submitted two runs
to NIST, one for the fully automatic search, and the other
for the interactive search. The returned evaluation results
imply the effectiveness of proposed search scheme. The
detailed experimental analysis will be given below.

For automatic text-based video retrieval, because our
purpose is to offer an entrance for user interaction, the more
the number of relevant documents in the returned shot list,
the better the performance of the search system. As
described in Section 2, we exploited some natural language
processing techniques with only the transcribed speech text
to construct the text search engine. As shown in Fig. 3, the
scores of our performance are slightly greater than or equal
to the median value for most of the topics, and even one
topic achieves the best performance. Considering that many
other automatic systems combine multimodal features into
search procedure, this result is relatively significant.

For the proposed interactive search scheme, our aim is to
develop an algorithm which can not only alleviate the
burden on users effectively by labeling only a very small
set of positives but also give high accuracy on the top-
ranked shots. Hence, the measurement of precision at 9
document cutoff values is suitable to evaluate the effec-
tiveness of the proposed interactive scheme. The precision
is computed after a given number of documents have been
retrieved, which reflects the actual system performance at
different return depths. Note that the precision at depth X,
here, is the precision average over all of the 24 topics. We
test the proposed interactive system by labeling only 5
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positive examples, which is a quite small set. As shown in
Fig. 9, the average precision at depth X is far higher than
automatic text-based search within top-200 returned results,
which indicates that the proposed approach indeed brings
up the true relevant results in the ranking (average 106%
increase in AP ).

The last series of experiments is designed to compare the
search quality of different interactive learning schemes. Ten
positive examples, which are twice as large as the account
of positives labeled for the proposed method, are manually
labeled by user for testing these supervised learning
schemes. The details of these supervised learning schemes
are as follows.

Textual feature + SVM: textual feature of training shots
is only utilized to train the classifier and rank the
candidate documents.
Visual feature + SVM: color feature of training shots is
solely employed to train the classifier and give a
ranked result list.
Fusion + SVM: The results from two classifiers above
are combined into a unified ranking by using linear
average weighted method mentioned early. The main
difference from the proposed scheme is that, instead of
contributing to each other during training phrase, the
two classifiers in Fusion+SVM scheme are built
separately.

The same ground truth, which is generated by NIST for
evaluating the search task and providing a fair comparison,
is used to judge if the result is relevant. The final evaluation
results are depicted in Fig. 10. As shown in Fig. 10, the
proposed scheme performs better than the others methods
even if its training set is smaller than others, which suggests
that the proposed scheme indeed mitigates the burden on
users and enhances the final search quality meanwhile.
Also, Fig. 10 demonstrates that the performance of textual
feature based scheme is almost equal to the fusion scheme,
which implies the effectiveness of our proposed extraction
scheme of textual feature.

5.3 Performance Analysis on All Query Topics

In this section, we evaluate our proposed scheme on varied
query topics. Figure 11 illustrates the statistics on APs
across 24 query topics used in TRECVID’06 evaluation.

The results show that the proposed scheme works well for
named persons and named objects, such as “S. Hussien” and
“Boats or Ships”, as search quality on these topics can benefit
from the textual feature used in our scheme. The only
exception lies in the topic “D.Cheney”, for which the
performance after interaction is below the text-only baseline.

One possible explanation is that text-only baseline itself
has achieved considerable retrieval effectiveness on the
top-ranked shots. Therefore, it is difficult to improve the
performance further.

Moreover, our approach is also suitable for some query
topics that are of distinctive visual properties, such as
“soccer goalposts” and “scenes with snow”. Similarly,
prominent improvement of them is due to the usefulness
of the visual feature.

On the other hand, the search performance after
interaction is even below the text-only baseline for some
topics with motion properties, like “leaving a vehicle”. The
reason is that features used in our scheme lack the ability to
capture motion properties in video. Hence, new research
fruits in precise representation of shot will provide much
more room for performance improvement. Note that the
performance improvement on the topic “Bush Walking” is
due to the effectiveness of textual feature.

In addition, our proposed method also fails in some
query topics with very few relevant shots in the initial list,
such as “greeting” and “police”. The reason is that no
more positive examples can be found to train the new
model, which thereby leads to the failure of performance
improvement.

6 Conclusions

In this paper, we developed an interactive video search
scheme based on an advanced text-based video search
engine and a cooperative learning algorithm with SVM as
underlying learner. This scheme utilizes unlabeled data by
explicitly splitting the feature space into two approximately
independent views. The virtue of this approach is its ability
in automatically finding positives from past unlabeled
answer set. In addition, both learners can contribute to
each other by using the label information from the other
view, which indicates that multiple modalities are poten-
tially fused during the training phase. We evaluate our
approach against the TRECVID’06 benchmark. The exper-
imental results show that our scheme works better than
single-view algorithms and indeed reduces a need for the
labeled data. In future work, we will develop some
techniques to more effectively fuse the result list from
different views.
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